
© 2022 JETIR August 2022, Volume 9, Issue 8                                                         www.jetir.org (ISSN-2349-5162) 

JETIRFP06093 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 522 
 

Self-Driving Car Navigation, Implementation and 

Comparison using Machine Learning Algorithm 

and Deep Learning Algorithm 
 

Shruti Godghate1, P. G. Chilveri2, S. S. Gaikwad3, Harshvardhan shende4,  
 

E&TC Department, SKNCOE, SPPU Pune, India 
                                                                                          

1pgchilveri.skncoe@sinhgad.edu 
2suchita.gaikwad_skncoe@singhad.edu 

  3godghateshruti6@gmail.com 
4harshubs4@gmail.com 

 

  

 Abstract- Vehicles are the most preferable means of transportation for both work and household living in today's society. 

Automobiles are used for a wide range of purposes, resulting in a rising number of road accidents. By building a self-driving 

car prototype and installing machine learning algorithms such as CNN and SVM, we will be able to determine which 

machine learning method has the best accuracy in this suggested system. This will require the use of a processor on which 

the car will operate. The Raspberry Pi is the CPU we're using. Images collected by the camera will be the system's input 

database. We will detect the obstacles and the path's road lines using the provided database. This data will then be given to 

the processor as an input, where it will be processed using machine learning techniques such as CNN and SVM, and the 

output will be sent to the self-driving car's motor driver and motor. Then, based on the results of our proposed theory, we 

can calculate the model's accuracy as well as monitor obstructions and lane detection using some parameters. Then we'll 

have to repeat the operation with a different algorithm, which we'll have to implement the same way we did before. As a 

result, we can determine which method (Algorithm) has the better accuracy, and this will be the project's final conclusion.  
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I.INTRODUCTION 

An autonomous car is a vehicle that is able to sense its surroundings and move safely without or minimal human intervention. Self-

driving cars rely on powerful sensors, algorithms and processors to run software. By installing machine learning & deep learning 

algorithms like SVM and CNN, we'll find out which one is more efficient. Our processor will use input from the camera video and 

that input will be processed further for lane & object detection process, after that will be used to navigate. The input is the images 

collected by the camera/video that serves as the database. This enables the objects and the lines of the road to be recognized. The 

input is further processed with machine learning & deep learning algorithms such as SVM and CNN to make an appropriate 

decision. Here we will compare both algorithms through implementation. With this proposed theory, we can further compute with 

some parameters. By the results, we can determine which algorithm is more efficient by comparing with accuracy, Time required to 

process, objects detected, capacity to process data, etc. and that will be our final conclusion. 

 

 

II. LITERATURE SURVEY 

 
Wuttichai Vijitkunsawat presented a comparison of 3 famous algorithms of machine learning: SVM, ANN-MLP, and CNN-LSTM 

on different scenarios and different speed levels. From the experiment, it can be seen that the percentage of the accuracy rate of the 

CNN-LSTM algorithm is the highest efficiency.  T. Banerjee, S. Bose, A. et. al. presented a unique embedded controller design of a 

driverless, green energy powered, collision protected and GSM destination guided vehicle. A GPS module accurately tracks the 

location of the car, source and destination, and mapping the coordinates provides navigation Speeds of the vehicle is automatically 

controlled by keeping a safe distance, which is a function of speed, with the vehicle in front [5]. Nischal Sanil, Pasumarthy Ankith 

Naga Venkat et. al. proposed that for a driverless car, Accuracy and efficiency are directly proportional to the amount of training 

data and the quality of the object detection model. This concept calls for an advanced and safe future for all citizens in the field of 

transportation due to its ability to relay passengers or goods without human intervention [6]. Mostafa Zaman, Nasibeh Zohrabi, 

Sherif Abdelwahed presented that (CNN) uses the images with the specified lane and vehicle detection as an input. It predicts the 

intention of going right, left, or driving straight based on the relative car distance on the video or the image. The main idea is to 

integrate CNN with lane and vehicle detection modules to estimate a safety path progression for a specific amount of time from the 

video or image based on the relative distance from other vehicles. Simulation results are given to illustrate the effectiveness of the 

proposed approach [11]. Ittikon Thammachantuek, Mahasak Ketcham presented the performance comparison of popular supervised 

learning algorithms: SVM, MLP, CNN, DT,and RF. These algorithms are used for road images recognition. All images are 

collected by our model car. They are labelled with four different classes: left, right, forward and stop. We use 90% of them for 

training and use 10% for testing each model [4]. Yevgeniy Byeloborodov, Sherif Rashad proposed that Computer vision library 

OpenCV, image processing, machine learning techniques and neural networks will be combined and used to build this algorithm. 

This paper presents the current progress of this research project to design machine learning algorithms for behavioral prediction of 

objects for self-driving cars [12].  Divya Arora, Mehak Garg, Megha Gupta proved that, CNN is so vastly used, as, unlike traditional 

Neural Nets, it reduces thnumber of parameters and focuses more on domain specific features. There are various CNN architectures 

http://www.jetir.org/
mailto:pgchilveri.skncoe@sinhgad.edu
mailto:2suchita.gaikwad_skncoe@singhad.edu
mailto:3godghateshruti6@gmail.com
mailto:4harshubs4@gmail.com


© 2022 JETIR August 2022, Volume 9, Issue 8                                                         www.jetir.org (ISSN-2349-5162) 

JETIRFP06093 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 523 
 

proposed, such as LeNet, AlexNet, GoogleNet. In this paper, we talk about the structure of CNN and all the models of CNN which 

are proposed till date [13]. 

 
III. PROPOSED METHODOLOGY 

 

Fig.1. Block diagram of the proposed system 

The workflow begins with the Images captured by the camera/ video will be given to the processor as an input, where it will be 

processed using machine learning deep learning techniques like SVM and CNN for IMAGE PROCESSING purposes. Mini camera 

/video is a small module for the processor to detect road marks and object detections. It is capable of 3280x2464 pixels, 8 

Megapixels, and 160o diagonal fields of view. Relative Algorithms- machine Learning and Deep Learning algorithms like SVM, 

CNN etc.  

 

IV. IMPLEMENTATION 

A. Database Creation: 

We have created a database for our system which is in the form of images taken with the help of code which we have implemented 

in our system. The created database will be helpful to train models and will be given as an input to the processor for image 

processing purposes. For which we have tested for both video as an input and input via camera. 

 

B. Object Detection:  

 

Object detection will be reflected by the red square around them in the result. For this we have used libraries such as open CV, 

NumPy and a few packages of them.  Also, we have used mobile net SSD (single shot detection) to capture and (detect) the objects. 

With the help of all these packages from libraries we have succeeded to be able to detect objects from our given input.  

 

C. Training/Testing (SVM): 

 

Here, our algorithm will reshape the images (database), combine and hog features into a single array, Test the dataset, train the 

dataset and classify the database using SVC. After this it will also generate predictions in its environment by training. The Training 

of the model will take place in this step. Also, we are calculating its (Model training) accuracy and saving this dataset on the local 

disk. 

 

D. Navigation using SVM: 

Here we have used our System to navigate the car with the help of SVM algorithm, and it will show the output in the rectangular 

box with the appropriate predictions for navigation purposes by which the car will get to know how to react in the upcoming 

conditions.  Here first it will first resize the frames as done earlier, before producing output from the processor. 

 

E. Navigation using SVM (using different environment): 

 

After completing the program testing using a given video, we have also experimented with 2 other different roads with different 

scenarios for live navigation testing purposes. First, we have trained our system with the help of a dataset created by the system 

itself. then trained the system and checked whether it's working or not (in terms of different surroundings). Afterwards we 

experimented with the unknown (i.e., un trained environment) to the system observed the results. In these experimentations we 

didn’t provide the dataset to train for those specific surroundings. We did it on the basis of previous surroundings to check (test) its 

generality results. Here we have used our System to navigate the car with the help of SVM algorithm, and it will show the output in 

the rectangular box with the appropriate predictions for navigation purposes. by which the car will get to know how to react to the 

upcoming scenarios. Here first it will first resize the frames as done earlier, before producing output from the processor.  

 
F. Training/Testing (CNN): 

 

Here, our algorithm will be able to reshape the images (database), combine and hog features into a single array, test the dataset, train 

the dataset and classify the database using CNN. After this it will also generate predictions in its environment by training.  We have 

done labelling the dataset, creating training data and processing the given test data. Also, we have created Neural network using 
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Tensorflow and finally setting up the features and labelling. Additionally, we are calculating its training accuracy of the model and 

saving this dataset on the local disk.  

 

G. Navigation using CNN: 

 

After experimenting with the SVM algorithm, we chose to implement our system through its paces with the CNN algorithm. We 

followed the same processes as before.  

1) Creating Database (from given video in the form of images with code). 

2) Training the system.  

3) Experimenting. 

4) and last but not the least, Observing Results (outputs of the program). 

 

V. EXPERIMENTATION 

A. Database Creation: 

We have implemented and tested the algorithm for database creation. We have successfully developed an algorithm for creation of a 

database for our system. In which we used Python IDE and imported a few packages and libraries.   

 

 
 

Fig. 2. Database creation 

B. Object Detection: 

 

After successfully creating a database, we have tried to detect an object with the help of algorithms. We have successfully 

implemented an algorithm by which we can detect objects from video as an input as well as with input as a camera.  

  

 
 

Fig. 3. Object Detection 
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C. Navigation using SVM:  

 

While using Support Vector Machine (SVM) a Machine Learning algorithm, we have used a python IDE for program development, 

running as well as producing the outputs. This is how we have Implemented and Experimented the system with SVM.  

 

 
 

Fig.4. SVM Experimentation 

 

D. Navigation using CNN: 

 

After experimenting with the SVM algorithm, we have constructed a code to train the module for Convolution Neural Network 

(CNN) and then experimented with this trained module for the CNN based navigation program that we have developed. 

 

 
 

Fig.5. Experimentation of navigation with CNN 

 

VI.RESULT 

TABLE I 
Comparison of SVM and CNN 

Parameters SVM CNN 

Accuracy (as tested): 92.85% 98% 

Time elapsed to process: Took more time, 29.5 sec Took less time, 18.92 sec 

Ability to process  Low or medium database  Higher database 

Object detection  7  7 

Accuracy (with different surroundings 

without training module) 

36.84 % 44.73 % 
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From our above results we can say that the CNN algorithm will be much effective to use as compared to SVM, as it is a deep 

learning algorithm which has many layers for processing and can predict the output more efficiently and accurately taking less time 

to process & even in case of huge data it works effortlessly, where SVM fails to process with such high margins of accuracy and 

timing. 

 

CONCLUSION 

Autonomous vehicles are both cost-effective and reliable, as well as speedy. It's also an innovative method that uses automation 

technology to require little or no human intervention and is effortless to use. In This system we compared machine learning/deep 

learning algorithms such as SVM and CNN in different scenarios. From our above implementation, experimentations and results we 

can say that the CNN algorithm will be much effective to use as compared to SVM, as it is a deep learning algorithm which has 

many layers for processing and can predict the output more efficiently and accurately taking less time to process & even in case of 

huge data it works effortlessly, where SVM fails to process with such high margins of accuracy and timing. Also, when we 

experimented the system with an unknown environment database without training the model with it, we observed the accuracy being 

dropped drastically. 
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